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Abstract

Balance of mass and linear momentum of a solid-fluid mixture furnish a complete set of equa-

tions from which the displacements of the solid matrix and the pore pressures can be resolved

for the case of quasi-static loading, resulting in the so-called u − p Galerkin formulation. In

this work, a recently proposed model for dense sands is utilized to model the effective stress

response of the solid matrix appearing in the balance of linear momentum equation. In con-

trast with other more traditional models, inherent inhomogeneities in the porosity field at the

meso-scale are thoroughly incorporated and coupled with the macroscopic laws of mixture

theory. Also, the hydraulic conductivity is naturally treated as a function of the porosity

in the solid matrix, allowing for a more realistic representation of the physical phenomenon.

The aforementioned balance laws are cast into a fully nonlinear finite element program utiliz-

ing isoparametric elements satisfying the Babuška-Brezzi stability condition. Criteria for the

onset of localization under locally drained and locally undrained conditions are derived and

utilized to detect instabilities. Numerical simulations on dense and loose sand specimens are

performed to study the effects of inhomogeneities on the stability of saturated porous media

at the structural level.
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1 Introduction

Deformation banding is one of the most common failure modes in geomaterials such as rock,

concrete, and soil. It is well known that appearance of bands of intense localized deformation

significantly reduces the load-carrying capacity of any structure that develops them [1, 2].

Furthermore, when dealing with fluid-saturated geomaterials, the interplay between the con-

traction/dilation of pores and development of pore fluid pressures is expected to influence not

only the strength of the solid matrix but also its ability to block or transport such fluids [3].

Accurate and thorough simulation of these phenomena (i.e., deformation banding and fluid

flow) requires numerical models capable of capturing fine-scale mechanical processes such as

mineral particle rolling and sliding in granular soils and the coupling between porosity and

relative permeability. Until recently, these processes could not even be observed in the lab-

oratory. Numerical models could only interpret material behavior as a macroscopic process

and were, therefore, unable to model the very complex behavior of saturated geomaterials

accurately.

In this paper, we study the deformation-diffusion behavior of a two-phase system of soil and

fluid. It is well known that the coupling between the mechanical behavior of the underlying

drained solid and the fluid flow can lead to sharply distinct behavior of the overall mixed

system. For instance, dilative saturated rock masses can lead to a phenomenon called ‘dilatant

hardening’, which, as the name implies, tends to delay the onset of strain localization because

effective pressures tend to increase and hence strengthen the sample [4–6]. On the other hand,

relatively loose sands tend to compact when sheared. Therefore, when pores compact faster

than the rate at which fluids can escape, pore fluid pressure increases and the effective pressure

decreases, leading to a phenomenon known in the geotechnical community as ‘liquefaction’

[7–9]. Consequently, it is important to study the deformation-diffusion behavior in saturated

granular media taking into account the effect of pore contraction/dilation and its influence on

the relative density and permeability of the solid matrix. This is accomplished in this study.

Even though the interplay between fluid flow and solid deformation using finite elements

has been studied before, the focus of models dealing with fully saturated and partially sat-
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urated soils has been on ‘homogeneous’ material response [10–19]. This has been a natural

approach given the fact that the technology to infer material inhomogeneities in the laboratory

has only been recently developed. Therefore, numerical models dealing with the simulation

of strain localization have either imposed inhomogeneous deformation fields (e.g., [10–12]) or

introduced arbitrary weaknesses in the otherwise pristine specimens (e.g., [20–23]).

New advances in laboratory experimentation, such as X-Ray Computed Tomography (CT)

and Digital Image Correlation (DIC) techniques, allow accurate observation of key parameters

associated with material strength and provide the motivation for the development of more

realistic models that incorporate information at a scale finer than specimen scale (see works

in [24–26] for applications of X-Ray CT and [27, 28] for applications of DIC). In this paper,

we adopt a refined constitutive model based on a meso-scale description of the porosity to

simulate the development (location and direction) of deformation bands on saturated samples

of sand. The effective stress behavior of the granular material is assumed to be governed by

an elastoplastic model for sands developed by the authors in [29, 30]. The ability of the model

to incorporate data depicting the inherent inhomogeneities in samples of sand at the meso-

scale provides a natural and realistic source of inhomogeneity that, as we shall demonstrate

subsequently, affects the stability and flow characteristics of sand specimens. As a matter of

terminology the ‘meso-scale’ here refers to a scale smaller than specimen size but larger than

particle size. In a typical sample encountered in the laboratory, the meso-scale refers to the

millimeter scale.

The constitutive model for the effective stresses is a member of the critical state plasticity

family of models. It is based on an original model proposed by Jefferies in [31] and extended

by the authors in [29, 30]. Two main features distinguish this model from its critical state

predecessors. First, the yield surface is allowed to ‘detach’ from the critical state line by

introducing a state parameter ψ [32], allowing a state point to lie either above or below the

critical state line (CSL). Through the state parameter ψ we are able to prescribe spatial values

of porosity across the sample, which constitutes the connection to the meso-scale. Second,

the model features a nonassociative flow rule and a three stress-invariant formulation, for
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capturing important features of sand behavior [33].

The model for the two-phase system is based on the theory of mixtures [34, 35], which

serves as the underlying theoretical block to develop balance laws for multi-phase bodies.

Saturated granular media is modeled as a two-phase system composed of a solid phase and

a fluid phase. This study extends the work of Li et al. [36] who considered elastic expul-

sion of fluids at finite strain and also extends the work by Armero [10] who looked at the

strain localization behavior of homogeneous saturated samples of soil—obeying a generalized

Drucker-Prager constitutive model—under boundary conditions favoring inhomogeneous de-

formations. Furthermore, here the fluid content is not decomposed into elastic and plastic

parts as the porosity field is naturally coupled to the elastoplastic formulation emanating

from the constitutive law for the porous matrix. The numerical implementation also differs

from that of Armero [10] as it does not rely on the operator split technique, but rather solves

the coupled system of nonlinear equations directly. It is worthwhile noting that Armero and

Callari [37] and Callari and Armero [38] expanded the work by Armero [10] by developing a

strong discontinuity model to model deformation banding in homogeneous saturated media

at finite strains.

In this work, fluid-saturated porous media is modeled using nonlinear continuum me-

chanics and a novel constitutive model for sands. Furthermore, the effect of porosity is also

accounted for by utilizing the Kozeny-Carman equation which relates the intrinsic permeabil-

ity to the porosity [39]. The objective of this paper is to study the effect of fluctuations in

porosity at the meso-scale on the stability and transport properties of samples of dense and

loose sand analyzed as boundary-value problems.

Using the balance laws for the system, along with the concept of effective stresses, the

strong form of the deformation-diffusion problem at finite deformations is developed. The

variational form is obtained as a two-field mixed formulation where the displacements in the

solid matrix u and the Cauchy fluid pressures p serve as basic unknowns. Thus, a classical

u− p formulation is obtained and discretized in space using elements satisfying the Babuška-

Brezzi stability condition [40, 41]. The linearization of the variational equations serve as the
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building block to develop expressions for the acoustic tensor for two extreme cases: the case of

locally drained behavior and the case of locally undrained behavior. These expressions for the

acoustic tensor are then utilized in the analysis of localization of strain for a fully saturated

medium.

The structure of the paper is as follows. In Section 2 the conservation of mass and linear

momentum equations for a two-phase mixture are derived. Section 3 describes the consti-

tutive framework utilized in the formulation. In particular, the concept of effective stress is

introduced and the model governing the effective stresses is briefly described. Darcy’s law

is presented as the fundamental constitutive equation for fluid flow. In Section 4, the finite

element solution procedure is presented and the linearization of the variational equations is

addressed in detail. Section 5 addresses the extreme criteria for localization in fluid-saturated

media. The framework described above is then used in a series of numerical examples pre-

sented in Section 6, where it is shown that the stability and flow properties of samples of sand

are profoundly influenced by meso-scale inhomogeneities in the initial porosity field.

As for notations and symbols used in this paper, bold-faced letters denote tensors and

vectors; the symbol ‘·’ denotes an inner product of two vectors (e.g. a · b = aibi), or a single

contraction of adjacent indices of two tensors (e.g. c · d = cijdjk); the symbol ‘:’ denotes an

inner product of two second-order tensors (e.g. c : d = cijdij), or a double contraction of

adjacent indices of tensors of rank two and higher (e.g. C : ǫe = Cijklǫ
e
kl); the symbol ‘⊗’

denotes a juxtaposition, e.g., (a⊗b)ij = aibj . Finally, for any symmetric second order tensors

α and β, (α ⊗ β)ijkl = αijβkl, (α ⊕ β)ijkl = βikαjl, and (α ⊖ β)ijkl = αilβjk.

2 Balance laws: conservation of mass and linear momentum

Consider a two-phase mixture of solids and fluid. The balance equations are obtained by

invoking the classical mixture theory (see for example the works in [34, 35]). Within this

context, each α-phase (α = s, f, for solid and fluid, respectively) or constituent occupies a

volume fraction, φα := Vα/V , where Vα is the volume occupied by the α-phase and V = Vs+Vf
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is the total volume of the mixture. Naturally,

φs + φf = 1. (2.1)

The total mass of the mixture is defined by the mass contribution from each phase i.e.,

M = Ms +Mf . The inherent or true mass density for the α-phase is defined as ρα := Mα/Vα.

Also, the apparent or partial mass density is given by ρα = φαρα. Therefore, the total mass

density is given by

ρ = ρs + ρf . (2.2)

Furthermore, both phases are assumed to be superimposed on top of each other and hence, a

point x in the mixture is occupied by both solid and fluid simultaneously.

From this point forward, all inherent or true quantities pertaining to the α-phase are

designated with a subscript, whereas apparent or partial quantities are designated with a

superscript as a general notation.

2.1 Balance of mass

In deriving the balance laws, it is relevant to pose all time derivatives following a particular

phase. From Figure 1, we note that the current configuration of the mixture in a region Ω is

defined by the mapping of the solid-phase ϕs (Xs, t), where Xs ≡ X is the position vector

in the reference configuration Ωs
0 ≡ Ω0, and the mapping of the fluid-phase ϕf (X f , t), where

X f is the position vector in the reference configuration Ωf
0. Hence, it is convenient to define

the total time-derivative following the α-phase such that

dα (�)

dt
=
∂ (�)

∂t
+ ∇x (�) · vα, (2.3)

where ∇x (�) ≡ ∂�/∂x is the gradient operator with respect to the current configuration Ω

and vα ≡ ∂ϕα/∂t is the velocity vector of the α-phase. For simplicity of notation and where

there is no room for ambiguity, we drop the subscripts and superscripts for all quantities

pertaining to the solid-phase, as we will write all balance laws following this phase. It is thus
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Figure 1: Current configuration Ω mapped from respective solid and fluid reference configu-
rations.

straight-forward to check the identity

df (�)

dt
=

d (�)

dt
+ ∇x (�) · ṽ, (2.4)

where ṽ := vf −v is the relative velocity vector and d/dt (�) ≡ ˙
(�) is the total material time

derivative following the solid-phase.

Consider the expression for the total mass of α-phase in the current configuration i.e.,

mα ≡
∫

Ω
φαρα dΩ =

∫

Ωα
0

φαραJα dΩα
0 , α = s, f, (2.5)

which has been pulled back to the reference configuration of the α-phase via the mapping ϕ−1
α

and where Jα = det F α is the Jacobian of the deformation gradient tensor F α ≡ ∂ϕα/∂Xα.

If there is no production of α-phase mass and there are no mass exchanges amongst phases,

conservation of mass implies

dα

dt
mα =

∫

Ωα
0

dα

dt
(φαραJα) dΩα

0 = 0, α = s, f, (2.6)
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which after classical continuity arguments yields the localized form of the conservation of mass

for the α-phase

dα

dt
ρα + ρα∇x· vα = 0, (2.7)

where ∇x· (�) is the divergence operator with respect to the current configuration. Making

use of equation (2.7) and identity (2.4) the conservation of mass equation for the solid and

fluid phases are, respectively,

ρ̇s + ρs ∇x·v = 0 (2.8a)

ρ̇f + ρf ∇x·v = −∇x· q, (2.8b)

where q ≡ ρf ṽ is the Eulerian relative flow vector of the fluid phase with respect to the solid

matrix. Adding equations (2.8a) and (2.8b), we get the basic conservation of mass equation

for the system, i.e.,

ρ̇0 = −J ∇x· q, (2.9)

where ρ0 ≡ Jρ is the pull-back mass density of the mixture in the reference configuration.

It is clear from the above equation that in the case of locally undrained deformations (i.e.,

when both phases of the mixture move as one) q ≈ 0 and thus the relative mass flux term in

the right-hand side drops out and the classical conservation of mass for a mono-phase body

is captured.

Equations (2.8a) and (2.8b) are typically simplified by recalling the definition of the partial

densities and introducing the bulk modulus. For barotropic flows, there exists a functional

relationship of the form fα (pα, ρα) = 0, where pα is the intrinsic Cauchy pressure in the

α-phase or the force acting on this phase per unit area of the same phase [36, 42]. Thus, it is

meaningful to define the bulk modulus of the alpha phase such that

Kα = ρα
dpα
dρα

, α = s, f, (2.10)
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and therefore equations (2.8a) and (2.8b) can then be rewritten, respectively, as

φ̇s + φs

(
ṗs

Ks
+ ∇x· v

)
= 0 (2.11a)

φ̇f + φf

(
ṗf

Kf
+ ∇x· v

)
= − 1

ρf
∇x· q. (2.11b)

Adding the last two equations and recalling equation (2.1), we get

φs ṗs

Ks
+ φf ṗf

Kf
+ ∇x·v = − 1

ρf
∇x·q. (2.12)

The above equation can be expressed in terms of the Kirchhoff intrinsic pressures by

recalling the relationship between the Kirchhoff and Cauchy stress tensors, i.e., τα ≡ Jσα

and as a result the Kirchhoff pressure for the α-phase is defined as ϑα = Jpα. Using the

identity J̇ = J ∇x·v [43] we express equation (2.12) as

φs ϑ̇s

Ks
+ φf ϑ̇f

Kf
+ J̇

[
1 − φs

J

ϑs

Ks
− φf

J

ϑf

Kf

]
= − J

ρf
∇x·q. (2.13)

Equation (2.13) is complete in the sense that neither constitutive nor kinematic assumptions

have been introduced. In geomechanical applications, a typical and plausible assumption is

to treat the solid phase as incompressible, and consequently Ks → ∞. Then, the reduced

balance of mass equation for the mixture can be written as

φf ϑ̇f

Kf
+ J̇

[
1 − φf

J

ϑf

Kf

]
= − J

ρf
∇x·q. (2.14)

Finally, we can write the Lagrangian balance of mass equation by making use of the Piola

identity, i.e. ∇X·
(
JF−t

)
= 0 where ∇X· (�) is the divergence operator with respect to the

reference configuration of the solid phase and the superscript ‘t’ is the transpose operator.

Thus,

J ∇x· q = ∇X·Q, (2.15)

where Q ≡ JF−1 ·q is the Piola transform of the Eulerian vector q. Therefore, the Lagrangian
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balance of mass equation takes the form, cf. equation (2.9),

ρ̇0 = −∇X·Q. (2.16)

2.2 Balance of linear momentum

At this point, it is necessary to introduce the concept of partial stresses in a more rigorous

way. Let σα denote the Cauchy partial stress tensor for the α-phase. The total Cauchy stress

tensor is obtained from the sum [35, 44, 45]

σ = σs + σf . (2.17)

From the above definition, an expression for the partial Cauchy pressure or mean normal

stress for the α-phase can be readily obtained, i.e. pα ≡ −1/3 tr σα and hence, the intrinsic

Cauchy pressures can be defined such that

ps = − 1

3φs
tr σs and pf = − 1

3φf
tr σf . (2.18)

Also, the associated first Piola-Kirchhoff partial stress tensor can be defined as P α = Jσα ·

F−t, and the total first Piola-Kirchhoff stress tensor is given by

P = P s + P f . (2.19)

The linear momentum acting on the α-phase is given by [34, 35, 46]

lα =

∫

Ω
ραvα dΩ, (2.20)

whereas the resulting forces acting on the phase are [45]

rα =

∫

Ω
(φαραg + φαhα) dΩ +

∫

Γ
φαtα dΓ, (2.21)
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where g is the gravity vector. The first term in (2.21) results from the body forces acting

on the α-phase, the second term comes from the forces exerted on the α-phase from other

phases in the mixture, and the third term emanates from the tractions imposed on the phase

at the boundary Γ. Note that the partial traction is related to the partial Cauchy stress on

the α-phase via the tetrahedron theorem i.e., tα ≡ φαtα = σα · n, where n is a unit vector

normal to the surface Γ.

Balance of linear momentum on the α-phase necessitates

dα

dt
lα = rα, (2.22)

and after pull-back and push-forward operations and enforcing balance of mass, see equation

(2.7), we get ∫

Ω
ραaα dΩ = rα, (2.23)

where aα ≡ dαvα/dt is the absolute acceleration vector for the α-phase. Once again, we can

invoke localization arguments to get the point-wise version for the balance of linear momentum

for the α-phase

∇x·σα + ραg + φαhα = ραaα, (2.24)

which leads to the overall balance of linear momentum equation for the mixture i.e.,

∇x·σ + ρg = ρas + ρf ã, (2.25)

where ã ≡ af −as is the relative acceleration. In obtaining the above equation, the balance of

linear momentum equations for both phases have been added and the fact that φshs+φ
fhf = 0,

since these are mutually-equilibrating internal forces, has been exploited. For the important

case of quasi-static loading, all inertial forces are neglected and the equation of balance of

linear momentum for the mixture reduces to the classical form

∇x·σ + ρg = 0. (2.26)
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In this work, only quasi-static loading conditions will be considered.

Finally, the Lagrangian form of the balance of linear momentum is easily obtained from

its Eulerian counterpart, namely,

∇X·P + ρ0g = ρas + ρf ã. (2.27)

Accordingly, the Lagrangian balance of linear momentum for the system in the quasi-static

range takes the form

∇X·P + ρ0g = 0. (2.28)

Remark 1. The equations of balance of mass and linear momentum derived above from basic

principles of the mixture theory are identical to those presented by Borja in [45] and Li et al.

in [36]. In fact, Borja [45] considers the case of a three-phase mixture by taking into account

the gas phase also and develops a constitutive framework, but no boundary value problems

are solved. The interested reader is referred to the work in [45] where the remaining balance

laws for the multi-phase system are reported.

3 Constitutive framework

There is the need to establish a link between the state of stress and the displacements or

deformations and between the flow vector and the fluid pressure in the porous media. These

links are provided by constitutive relationships that we shall explicate in this section. In

particular, the stresses are assumed to be a nonlinear function of the deformations via an

elastoplastic constitutive response. On the other hand, the relative flow vector is related to

the fluid pressure using Darcy’s law.

3.1 The elastoplastic model for granular media

Analogous to the case of mono-phase materials, constitutive relations in fluid saturated porous

media connect the deformations in the solid matrix to a suitable measure of stress. The

relationship must connect so-called energy conjugate pairs of stress-strain measures. Consider
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the general definition of effective stress for saturated conditions [47, 48]

σ′ = σ +

(
1 − K

Ks

)
pf1, (3.1)

where K is the bulk modulus of the solid matrix and 1 is the second-order identity tensor.

Borja in [48] derived expression (3.1) using a strong discontinuity approach for the mechanical

theory of porous media, and has shown that one suitable energy conjugate pair is furnished

by the effective stress σ′ and the symmetric part of the rate of deformation tensor for the

solid matrix d ≡ sym l, with l ≡ ∇x v, and where we have dropped the subscript ‘s’ from the

velocity vector as there is no room for ambiguity.

For the case of interest herein, where the solid phase is assumed to be incompressible, the

above expression for the effective stress reduces to the classical form introduced by Terzaghi

[49], i.e.

σ′ = σ + p1 =⇒ τ ′ = τ + ϑ1, (3.2)

where the expression on the right-hand-side has been obtained from direct application of

the relationship between the Kirchhoff and the Cauchy stress (i.e., τ = Jσ). Also note the

subscript ‘f’ has been dropped from the fluid-phase pressures for simplicity of notation. For

incompressible solid grains, the balance of mass for the solid phase (cf. (2.11a)) necessitates

φ̇s + φs ∇x·v = 0 implying
˙

(Jφs) = 0, and therefore

φs = φs
0/J and φf = 1 −

(
1 − φf

0

)
/J , (3.3)

where φs
0 and φf

0 are the reference values of φs and φf when J = 1. Also, the bulk modulus

for the fluid phase is assumed to be constant and hence recalling its definition allows us to

obtain a relationship between the intrinsic fluid pressure and the intrinsic fluid density, i.e.

Kf = ρf
dp

dρf
= constant =⇒ ρf = ρf0 exp

(
p− pf0

Kf

)
, (3.4)

where ρf0 is the initial reference fluid mass density at initial pressure pf0.
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At this point, a constitutive framework governing the effective stress as a function of the

solid matrix deformation can be introduced. Herein we assume the effective behavior of the

granular material is governed by the three-invariant hyperelastoplastic model proposed by the

authors in [29, 30]. Here, we summarize the salient features of the model.

The model is cast within the framework of nonlinear kinematics where the total defor-

mation gradient is assumed to allow the multiplicative decomposition into elastic and plastic

parts [50] i.e.,

F = F e · F p, (3.5)

where F e and F p are defined as the elastic and plastic deformation gradient, respectively.

3.1.1 Isotropic hyperelasticity

Consider the principal elastic stretches emanating from F e · Na = λana (no sum), where

λe
a for a = 1, 2, 3 are the principal elastic stretches in the corresponding principal directions

Na and na in the intermediate and current configuration, respectively. Material isotropy is

satisfied if the strain-energy function Ψ = Ψ (λe
1, λ

e
2, λ

e
3). The elastic region is assumed to be

governed by the isotropic strain energy function proposed in [51] and utilized in modeling of

granular bodies in [52, 53],

Ψ (εev, ε
e
s) = Ψ̃ (εev) +

3

2
µeεe 2

s , (3.6)

where

Ψ̃ (εev) = −p0κ̂ expω, ω = −ε
e
v − εev 0

κ̂
, µe = µ0 +

α0

κ̂
Ψ̃ (εev) . (3.7)

The independent variables are the volumetric and deviatoric invariants of the elastic logarith-

mic stretch tensor, respectively,

εev = εe1 + εe2 + εe3 and εes =
1

3

√
2
[
(εe1 − εe2)

2 + (εe2 − εe3)
2 + (εe3 − εe1)

2
]
, (3.8)

where εea ≡ lnλe
a. The strain energy function is an invariant function of the elastic deforma-

tions only. The Kirchhoff effective stress tensor τ ′ is coaxial with the left elastic Cauchy-Green
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deformation tensor be ≡ F e · F e t and defined such that

τ ′ = 2
∂Ψ

∂be · be. (3.9)

The above hyperelastic model produces pressure-dependent elastic bulk and shear moduli,

a feature commonly observed in the laboratory. The elastic constants necessary for a full

description of the elasticity are the reference strain εev 0 and the reference pressure p0 of the

elastic compression curve, as well as the compressibility index κ̂. The model produces coupled

volumetric and deviatoric responses in the case α0 6= 0 for which µe is a nonlinear function

of the volumetric deformations. Otherwise, for α0 = 0 the responses are decoupled and the

shear modulus µe ≡ µ0 is constant.

3.1.2 Plasticity for sands

We define the three invariants of the effective Kirchhoff stress tensor as

p′ =
1

3
tr τ ′, q =

√
3

2
‖ξ′‖, 1√

6
cos 3θ =

tr ξ′3

χ3
≡ y, (3.10)

where ξ′ = τ ′ − p′1 is the deviatoric component of the effective stress tensor τ ′, and χ =
√

tr ξ′2. The quantity p′ is called the mean normal effective stress and is assumed negative

throughout. Further, θ is the Lode’s angle whose values range from 0 ≤ θ ≤ π/3; it defines

an angle on a deviatoric plane emanating from a tension corner.

From these three stress invariants we construct a yield surface of the form

F
(
τ ′, πi

)
= F

(
p′, q, θ, πi

)
= ζ (θ) q + p′η

(
p′, πi

)
(3.11)

where

η =





M [1 + ln (πi/p
′)] if N = 0

M/N
[
1 − (1 −N) (p′/πi)

N/(1−N)
]

if N > 0.
(3.12)

The image stress πi < 0 controls the size of the yield surface; it is defined such that the stress

ratio η = −ζq/p = M when p′ = πi. The parameter N ≥ 0 determines the curvature of the
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yield surface on a meridian plane and it typically has a value less than or equal to 0.4 for

sands [31]. Lode’s angle θ plays the role of the third stress invariant modifying the shape of

the yield and plastic potential surfaces on a deviatoric plane through the function ζ = ζ (θ).

Here we adopt the form proposed by Gudehus in [54] and Argyris et al. in [55], namely,

ζ (θ) =
(1 + ̺) + (1 − ̺) cos 3θ

2̺
(3.13)

where ̺ is a constant parameter called ellipticity. The above function is only convex for

7/9 ≤ ̺ ≤ 1 [56] and satisfies the boundary conditions: (a) ζ = 1/̺ when θ = 0 i.e., tension

corner; and (b) ζ = 1 when θ = π/3 i.e., compression corner. The third invariant allows

us to account for the fact that soils have less yield strength in triaxial extension than in

compression.

Remark 2. We note in passing that in the present work we do not make use of the shape

function proposed by Willam and Warnke [57] as it has been shown recently in [58] (and

experienced first hand by the authors) that such shape function, shown in equation (12) in

[29], leads to convergence problems in the material subroutine when ̺ gets small. Hence, to

avoid loss of robustness in our numerical simulations, we only make use of the simple shape

function presented above.

Similar to the yield surface, we can postulate a plastic potential function of the form

G
(
τ ′, πi

)
= G

(
p′, q, θ, πi

)
= ζ (θ) q + p′η

(
p′, πi

)
(3.14)

with

η =





M [1 + ln (πi/p
′)] if N = 0

M/N
[
1 −

(
1 −N

)
(p′/πi)

N/(1−N)
]

if N > 0.
(3.15)

When πi = πi and N = N , plastic flow is associative; otherwise, it is nonassociative in the

volumetric sense. Additionally, from the multiplicative decomposition of the deformation
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gradient, the additive decomposition of the velocity gradient l follows,

l = le + lp ⇒ d = de + dp, (3.16)

where de ≡ sym le, and dp ≡ sym lp. Neglecting the plastic spin ωp (see [59] for significance

and consequences), we write the flow rule as

dp = λ̇
∂G

∂τ ′
, (3.17)

where λ̇ is the so-called consistency parameter.

Finally, recall the definitions for the volumetric and deviatoric plastic strain rate invariants,

respectively,

ε̇pv = tr dp and ε̇ps =

√
2

3
‖dp − 1/3ε̇pv1‖ . (3.18)

Also, consider the state parameter ψi, which is the distance between the specific volume of

the sample and the specific volume at critical at the image pressure,

ψi = v − vc0 + λ̃ ln (−πi) , (3.19)

where v is the specific volume, vc0 is the reference specific volume at unit pressure, and λ̃ is

the plastic compressibility index. The state parameter ψi furnishes a link to the meso-scale

by providing information about the relative density at a point in the sample. If ψi < 0 the

sample is denser than critical and if ψi > 0 the sample is said to be looser than critical. In

the case when ψi = 0 the sample is at critical state. All of these parameters emanate from

the critical state theory which postulates the existence of the critical state line [33, 60].

The hardening law, which relates the image pressure with the state of stress, the state

parameter ψi, and the deviatoric component of plastic flow, reads

π̇i = h (π∗i − πi) ε̇
p
s , (3.20)
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where π∗i = π∗i (p′, ψi), and h is a constant material property, to be calibrated in the finite

deformation regime. We note in passing that the above hardening law allows for correct

qualitative capture of key features in both loose and dense sands by allowing hardening and

softening plastic response. More details regarding the elastoplastic model for sands presented

herein and its numerical implementation can be found in [29, 30, 61].

3.2 Darcy’s law

The relative flow vector q is related to the Cauchy pore pressure via the Eulerian form of the

classical Darcy’s law [39, 46, 62]

q = −1

g
k · [∇x p− γf ] , (3.21)

where k ≡ kγf/µ1 is the isotropic hydraulic conductivity tensor, the scalar k is the intrinsic

permeability of the porous media, µ is the dynamic viscosity of the fluid, g is the gravitational

acceleration constant, and γf ≡ ρfg is the scalar specific weight of the fluid and γf ≡ ρfg is

its tensorial counterpart.

It is well documented throughout the literature that the intrinsic permeability can take

the general form [39]

k = f1 (s) f2

(
φf

)
d2, (3.22)

where s is a dimensionless parameter that expresses the effect of the shape of the solid grains,

f1 (s) is called shape factor, f2

(
φf

)
is called the porosity factor and d is the effective diameter

of the grains. One of the most widely used relationships for the permeability is the Kozeny-

Carman permeability equation proposed by Kozeny [63] and Carman [64] namely (see [39]),

k
(
φf

)
=

1

180

φf 3

(1 − φf)
2d

2, (3.23)

which we will use herein to account for the effect of porosity and changes thereof in the

Eulerian permeability tensor k.

For completeness of presentation, we obtain the Lagrangian expression for Darcy’s law by
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Figure 2: Nondimensional values of intrinsic permeability (i.e. k/d2) as a function of specific
volume v.

recalling the Piola transform of the relative flow vector,

Q = JF−1 · q = −1

g
JF−1 · k · [∇x p− γf ] . (3.24)

By the same token, the expression can be further reduced by using the well-known relationship

∇X (�) = ∇x (�) · F to obtain the fully Lagrangian form

Q = −1

g
K ·

[
∇X p− F t · γf

]
, (3.25)

where K = JF−1 · k · F−t is the pull-back hydraulic conductivity tensor.

Remark 3. Note that the intrinsic permeability is treated as a function of the current value

of porosity φf and hence will need to be linearized accordingly (see equation 4.45). Figure 2

shows the variation of the intrinsic permeability with specific volume. For samples of globally

undrained sand (as considered herein in the numerical simulations section), the variation in

specific volume is not significant enough as to affect the results. However, in other boundary-

value problems where compaction/dilation bands are allowed to form at large strains, changes

in porosity can lead to changes in permeability of a few orders of magnitude [3].
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4 Finite element implementation

In this section, the balance laws developed in Section 2 provide a complete set of governing

equations, which allow for the solution of quasi-static deformation-diffusion boundary-value

problems. We depart from the strong form of the problem, and develop the variational form

and its linearized version which allows for optimal convergence of Newton-Raphson schemes,

and finally present the classic matrix form known as the u−p formulation. The problem results

in a parabolic system where the displacements of the solid phase and the pore-pressures are

the basic unknowns in an updated Lagrangian finite element scheme [65].

4.1 The strong form

Consider the Lagrangian version of the strong form. Let Ω0 be a simple body with boundary

Γ0 defined by the solid matrix in the reference configuration. Let N be the unit normal vector

to the boundary Γ0. We assume the boundary Γ0 admits the decomposition [41]

Γ0 = Γd0 ∪ Γt0 = Γp0 ∪ Γq0,

∅ = Γd0 ∩ Γt0 = Γp0 ∩ Γq0,
(4.1)

where Γd0, Γt0, Γp0, and Γq0 are open sets and ∅ is the empty set. Figure 3 shows the region Ω0

and its boundary Γ0 decomposed as described above.

W0

G0

t

G0

q
G0

p

G0

d

Figure 3: Reference domain Ω0 with decomposed boundary Γ0
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The Lagrangian strong form for the quasi-static case and incompressible solid grains reads:

find the displacements u ≡ x − X : Ω0 → R
nsd and the Cauchy pore-pressures p : Ω0 → R

such that

∇X·P + ρ0g = 0 in Ω0 (4.2)

ρ̇0 + ∇X·Q = 0 in Ω0 (4.3)

u = u on Γd0 (4.4)

P · N = t on Γt0 (4.5)

p = p on Γp0 (4.6)

Q · N = −Q on Γq0 (4.7)

where nsd is the number of spatial dimensions to be considered, u and p are the prescribed

displacements and pressure on the Dirichlet boundaries Γd0 and Γp0, respectively. By the same

token, t and Q are the prescribed traction vector and influx with respect to the Neumann

boundaries Γt0 and Γq0, respectively. Finally, it is necessary to specify the initial conditions

u (X, t = 0) = u0 (X) , p (X , t = 0) = p0 (X) , (4.8)

where X is a point in Ω0.

4.2 The variational form

To define the weak or variational form, two classes of functions need to be characterized

[41]. The first class is composed of trial solutions, which are required to satisfy the Dirichlet

boundary conditions. The spaces of trial solutions for the displacement and pressure fields

are, respectively [66]

Su = {u : Ω0 → R
nsd | ui ∈ H1, u = u on Γd0}, (4.9)

Sp = {p : Ω0 → R| p ∈ H1, p = p on Γp0}, (4.10)
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whereH1 is the space of Sobolev functions of first degree. The second class of functions are the

weighting functions or variations. We require the weighting functions to vanish on Dirichlet

boundaries. Thus, let the spaces of weighting functions associated with the displacement and

pressure field be, respectively

Vu = {η : Ω0 → R
nsd | ηi ∈ H1, η = 0 on Γd0}, (4.11)

Vp = {ψ : Ω0 → R| ψ ∈ H1, ψ = 0 on Γp0}. (4.12)

Let G : Su × Sp × Vu → R be given by

G (u, p,η) =

∫

Ω0

(
∇X η : P − ρ0η · g

)
dΩ0 −

∫

Γt
0

η · tdΓ0. (4.13)

Under suitable smoothness conditions, G (u, p,η) = 0 can be shown to be equivalent to balance

of linear momentum in the strong form, i.e., equations (4.2), (4.4) and (4.5). Similarly, let

H : Su × Sp × Vp → R take the form

H (u, p, ψ) =

∫

Ω0

[
ψρ̇0 −∇X ψ · Q

]
dΩ0 −

∫

Γq
0

ψQdΓ0. (4.14)

Once again, under suitable smoothness conditions, H (u, p, ψ) = 0 can be shown to be equiva-

lent to balance of mass in the strong form, i.e., equations (4.3), (4.6) and (4.7). Consequently,

the Lagrangian weak form of the problem reads: find u ∈ Su and p ∈ Sp such that for all

η ∈ Vu and ψ ∈ Vp

G (u, p,η) = H (u, p, ψ) = 0. (4.15)

It is our objective to develop an updated Lagrangian scheme and hence, we need to express

the Lagrangian integrand of the above weak form in Eulerian form. We accomplish this by

recalling the identities

∫

Ω0

∇X η : P dΩ0 =

∫

Ω0

∇x η : τ dΩ0,

∫

Ω0

∇X ψ · QdΩ0 =

∫

Ω0

J ∇xψ · q dΩ0, (4.16)

22



which we can insert into equations (4.13) and (4.14) above to get

G (u, p,η) =

∫

Ω0

(∇x η : τ − Jρη · g) dΩ0 −
∫

Γt
0

η · t dΓ0, (4.17)

and

H (u, p, ψ) =

∫

Ω0

[ψρ̇0 − J ∇xψ · q] dΩ0 −
∫

Γq
0

ψQdΓ0. (4.18)

Finally, for the sake of compactness of presentation, we introduce the following notations,

g1 (u, p) =

∫

Ω0

∇x η :
(
τ ′ − Jp1

)
dΩ0, (4.19a)

g2 (u, p) = −
∫

Ω0

Jρη · g dΩ0, (4.19b)

gext (t) =

∫

Γt
0

η · t dΓ0, (4.19c)

and similarly

h1 (u, p) =

∫

Ω0

ψρ̇0dΩ0, (4.20a)

h2 (u, p) =

∫

Ω0

J

g
∇xψ · k · [∇x p− γf ] dΩ0, (4.20b)

hext (t) =

∫

Γq
0

ψQdΓ0, (4.20c)

so that equation (4.15) implies

G (u, p,η) = gext (t) − g1 (u, p) − g2 (u, p) , (4.21)

H (u, p, ψ) = hext (t) − h1 (u, p) − h2 (u, p) . (4.22)

4.2.1 Time integration and linearization of the variational form

Satisfaction of the weak form will entail solving a coupled nonlinear system of equations where

the primary variables are the displacements u and the pore pressure p, hence the name u− p

formulation. At the same time, the u − p formulation is resolved using an iterative Newton-

Raphson procedure, which necessitates the system Jacobians or consistent tangents in closed
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form for optimal asymptotic convergence rates. For the particular model proposed herein, it

is possible to calculate such consistent tangents and thus attain optimal convergence rates.

This is furnished by the fact that the elastoplastic model proposed is integrated within the

return mapping algorithm framework [67], which allows for a closed form expression for the

elastoplastic consistent tangent operator (see [29, 30, 61] for more details).

Consider the generalized trapezoidal family of methods [41] utilized in the solution of

parabolic problems. The one-step scheme relies on the advancement of the solution at time

station tn+1 from converged values at tn, i.e.





u

p




n+1

=





u

p




n

+ ∆t (1 − α)





u̇

ṗ




n

+ ∆tα





u̇

ṗ




n+1

, (4.23)

where α is the integration parameter and ∆t ≡ tn+1 − tn is the time step. Several classical

schemes emanate for suitable choices of the integration parameter. For α = 0 the scheme

reduces to the explicit Euler algorithm, α = 1/2 captures the Crank-Nicolson scheme, and

α = 1 reduces to the implicit backward Euler. For a detailed discussion about the stability

and accuracy of the above-mentioned family please see [41]. With the purpose of obtaining a

numerical scheme purely dependent on displacements u and pressure p, we integrate equation

(4.22) using the trapezoidal family and obtain

H∆t (u, p, ψ) =

∫

Ω0

ψ∆ρ0 dΩ0 − ∆t

∫

Ω0

[αJ ∇xψ · q + (1 − α) (J ∇xψ · q)n]︸ ︷︷ ︸
(J∇x ψ·q)n+α

dΩ0

− ∆t

∫

Γq
0

ψ (αQ+ (1 − α)Qn)︸ ︷︷ ︸
Qn+α

dΓ0, (4.24)

where ∆ρ0 ≡ ρ0 − ρ0n and where we have omitted the ‘n + 1’ subscript for simplicity of

notation. Similar to the results obtained above, the variational form implies

H∆t (u, p, ψ) = h∆t
ext (t) − h∆t

1 (u, p) − h∆t
2 (u, p) , (4.25)
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where

h∆t
ext (t) = ∆t

∫

Γq
0

ψQn+αdΓ0

h∆t
1 (u, p) =

∫

Ω0

ψ∆ρ0 dΩ0

h∆t
2 (u, p) = −∆t

∫

Ω0

(J ∇xψ · q)n+α dΩ0. (4.26)

The Newton-Raphson approach follows the standard procedure in which the governing

equations from the weak form are expanded about a configuration
(
uk, pk

)
and only linear

terms are kept i.e.,

0 = G (u, p,η) ≈ G
(
uk, pk,η

)
+ δG

(
uk, pk,η

)
, (4.27)

0 = H∆t (u, p, ψ) ≈ H∆t

(
uk, pk, ψ

)
+ δH∆t

(
uk, pk, ψ

)
, (4.28)

hence, implying

−G
(
uk, pk,η

)
= δG

(
uk, pk,η

)
, (4.29)

−H∆t

(
uk, pk, ψ

)
= δH∆t

(
uk, pk, ψ

)
. (4.30)

Therefore, the iterative strategy necessitates evaluation of the variations δG
(
uk, pk,η

)
and

δH∆t

(
uk, pk, ψ

)
. Note that equation (4.27) is solved at time tn+1 as implied by our notation.

The variation of δG (u, p,η) implies

δG (u, p,η) = δgext (t) − δg1 (u, p) − δg2 (u, p) , (4.31)

where δgext (t) = 0 for deformation-independent tractions. Application of the chain rule then

yields

δg1 (u, p) =

∫

Ω0

[
δ∇x η :

(
τ ′ − Jp1

)
+ ∇x η : δ

(
τ ′ − Jp1

)]
dΩ0, (4.32)
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where

δ∇x η = −∇x η · ∇x δu, (4.33)

δ
(
τ ′ − Jp1

)
=

(
cep + τ ′ ⊕ 1 + τ ′ ⊖ 1− Jp1⊗ 1

)
: ∇x δu − Jδp1 (4.34)

δJ = J ∇x· δu. (4.35)

The fourth-order tensor cep is the elastoplastic consistent tangent operator emanating from

the constitutive model described in Section 3. We get

δg1 (u, p) =

∫

Ω0

[∇x η : (aep + Jp (1⊖ 1 − 1 ⊗ 1)) : ∇x δu −∇x·ηJδp] dΩ0, (4.36)

where

aep ≡ cep + τ ′ ⊕ 1 (4.37)

is the total elastoplastic tangent operator and Lvτ ′ = cep : d where Lvτ ′ is the Lie derivative

of the effective stress tensor τ ′ (see Andrade and Borja [29] for notations). By the same token,

δg2 (u, p) = −
∫

Ω0

δρ0η · g dΩ0,

= −
∫

Ω0

J

(
∇x· δu +

φf

Kf
δp

)
η · γf dΩ0, (4.38)

where we have used equation (3.3), δρs = 0, and the following key results

δφf =
(
1 − φf

)
∇x· δu, (4.39)

δρf =
ρf

Kf
δp. (4.40)

Similarly,

δH∆t (u, p, ψ) = δh∆t
ext (t) − δh∆t

1 (u, p) − δh∆t
2 (u, p) , (4.41)
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where δh∆t
ext (t) = 0 for configuration- and pressure-independent mass flux. Thus,

δh∆t
1 (u, p) =

∫

Ω0

ψδρ0dΩ0 =

∫

Ω0

ψρfJ

(
∇x· δu +

φf

Kf
δp

)
dΩ0. (4.42)

Now, we compute

δh∆t
2 (u, p) = α∆t

∫

Ω0

1

g
δ (J ∇xψ · k) · (∇x p− γf) dΩ0

+ α∆t

∫

Ω0

1

g
J ∇xψ · k · δ (∇x p− γf) dΩ0, (4.43)

where

δ∇xψ = −∇xψ · ∇x δu (4.44)

δk =
1

µ

(
k′γfδφ

f + kδρfg
)

1 (4.45)

δ∇x p = ∇x δp −∇x p · ∇x δu (4.46)

δγf = δρfg. (4.47)

4.3 The matrix form

The spatial discretization is furnished by the classical Galerkin method whereby the displace-

ment and the pressure fields are approximated by [41]

u ≈ Nd + N ξξ, (4.48)

p ≈ Np + N ζζ, (4.49)

where N is the array of displacement shape functions, d is the vector of unknown displace-

ments, N ξ is the array of shape functions approximating the displacement boundary con-

ditions, ξ is the vector of prescribed nodal displacements, N is the array of pressure shape

functions, p is the vector of unknown pore-pressures, N ζ is the array of shape functions ap-

proximating the pressure boundary conditions, and ζ is the vector of prescribed nodal pore-

pressures. Then, following the Galerkin recipe, the weighting functions are approximated
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by

η ≈ Nc, (4.50)

ψ ≈ Nc, (4.51)

where c and c are arbitrary constant vectors. The spatial and temporal discretization leads

to the matrix form of the problem, which reads: find the vectors d and p such that





Gext

Hext





−





Gint

H int





≡





Rg

Rh





, (4.52)

where

Gext (t) ≡
∫

Γt
0

N tt dΓ0, (4.53)

Gint (d,p) ≡
∫

Ω0

[
Bt

(
τ ′ − Jpδ

)
− ρ0N

tg
]
dΩ0, (4.54)

and

Hext (t) ≡ ∆t

∫

Γq
0

N
t
Qn+α dΓ0, (4.55)

H int (d,p) ≡
∫

Ω0

[
N

t
∆ρ0 − ∆t

(
JΓtq

)
n+α

]
dΩ0. (4.56)

After algebraic manipulations, the Newton-Raphson incremental solution at the k+1 iteration

is updated using




Kg Φg

Kh + α∆tKh Φh + α∆tΦh



k





δd

δp




k+1

=





Rg

Rh




k

. (4.57)

The reader is referred to Appendix A where a detailed presentation of the matrix form of the

problem is given.

Remark 4. Some authors have pointed out the existence of numerical instabilities at the onset
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of the deformation-diffusion problem when considering the case of incompressible fluid phase

[68, 69]. In fact, Murad and Loula [68, 70] showed, in the context of linear elasticity, that at

the onset of deformation the system is form-identical to the classical problem of incompressible

elasticity or Stokes’ flow in fluid mechanics. This is also true in the context of poroplasticity

at large strains. The system can be shown to reduce to




Â B̂

Ĉ 0








δu

δp





=





F 1

F 2





, (4.58)

and thus,

ĈÂ
−1

B̂δp = ĈÂ
−1

F 1 − F 2, (4.59)

where Â is a nu× nu square matrix, B̂ is a nu× nq rectangular matrix, and Ĉ is a nq × nu

matrix, with nu and nq representing the number of displacement and pore pressure unknowns,

respectively. Hence, for ĈÂ
−1

B̂ to have full rank, we must have nu ≥ np. One way to avoid

stability problems associated with this constraint is to satisfy the so-called Babuška-Brezzi

condition (see [40, 41]). On the other hand, for the deformation-diffusion problem at hand,

investigators have used stabilization techniques available to solve mixed problems. Wan in [69]

used the Petrov-Galerkin technique proposed by Hughes et al. in [71] for solution of Stokes

flow. Similarly, Mira et al [72] used Simo-Rifai elements [73] to obtain stable solutions for

the deformation-diffusion problem. In this particular work, we only use mixed finite elements

satisfying the Babuška-Brezzi stability condition.

5 Localization of saturated granular media

In this section, we will derive expressions for the Eulerian acoustic tensors corresponding to

the locally (fully) drained and locally undrained conditions. These expressions are useful as

they signal the loss of strong ellipticity of the corresponding drained and undrained global

tangent operator. As in the classical case of mono-phase bodies, the onset of localization,

as measured by the loss of positive definiteness in the acoustic tensor, can be used to define
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the local direction of a shear band and maybe even as a switch for a change in the material

behavior inside the band. Here, two extreme cases are considered. Firstly, we look at the case

of a fully drained porous medium, which basically reduces back to the classical mono-phase

theory. Secondly, we investigate the case of locally undrained behavior, where the global

tangent is influenced by the bulk compressibility of the fluid phase, but relative flow is not

present anywhere in the sample. In a way, this latter case is analogous to the drained case,

but with a different underlying constitutive relation (one in which the fluid phase plays a role,

but there is no diffusion). The global tangent aep obtained in the previous section is used to

obtain the drained and undrained localization criteria.

It is important to note that in general, saturated media behave somewhere in between

locally drained and locally undrained conditions. For either extreme case, it is possible to

write down an expression relating the total stress rate and the rate of deformation for the

granular matrix i.e., δP = A : δF , where A is the suitable (drained or undrained) first

tangent operator with components AiJkL := ∂PiJ/∂FkL [43, 74]. Consequently, we require

continuity of total tractions across the band and hence (cf., equation (2.35) in [74]),

[[A : δF ]] · N = 0 (5.1)

where [[�]] is the jump operator across the band and N is the normal to an impending shear

band in the reference configuration. Furthermore, by assuming the first tangent operator is

continuous across the band we can write [[A : δF ]] = A : [[δF ]]. From [74] we get [[Ḟ ]] =

[[V ]] ⊗ N/h0, where [[V ]] is the material velocity jump and h0 is the (finite) thickness of the

planar band in the reference configuration. Continuity of tractions requires

1

h0
A · [[V ]] = 0, Aik = NJAiJkLNL (5.2)

For h0 6= 0, the necessary condition for localization is

detA = 0 (5.3)
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with A as the Lagrangian acoustic tensor. Finally, pushing the Lagrangian acoustic tensor

forward, we obtain the Eulerian acoustic tensor, i.e.

Aik = njaijklnl (5.4)

with aijkl := FjJFlLAiJkL as the total spatial tangent operator and n is the normal to the

deformation band in the current configuration. A standard argument then yields the Eulerian

necessary condition for localization,

detA = 0. (5.5)

Recall the relationship between the total First Piola Kirchhoff stress and the Kirchhoff

stress, i.e. P = τ · F−t, which together with equation (3.1) yields

P = P ′ − θF−t. (5.6)

For the case of locally drained conditions, we have δP = δP ′ and thus, it is straight forward

to show that the Eulerian acoustic tensor takes the classical form [29, 74]

Aik ≡ Adik = nja
ep
ijklnl (5.7)

where aep
ijkl are the components of the total tangent operator defined in equation (4.37).

Similarly, for the locally undrained case, we have q = 0 point-wise, and consequently the

equation of balance of mass (2.14) reduces to

ϑ̇ = −
(
J
Kf

φf
− ϑ

)
∇x·v. (5.8)

Taking the time derivative of P and utilizing equation (5.6), results in the undrained rate

equation

δP =

[
Aep +

(
J
Kf

φf
− θ

)
F−t ⊗ F−t + θF−t ⊖ F−1

]

︸ ︷︷ ︸
A

ep

: δF , (5.9)
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where Aep and A
ep

are the drained and undrained first elastoplastic tangent operators, re-

spectively. Therefore, in this case we have

A = Ad + J
Kf

φf
n ⊗ n. (5.10)

We note that the undrained acoustic tensor consists of the drained acoustic tensor plus a

volumetric contribution emanating from the compressibility of the fluid phase. The expression

for the acoustic tensor derived above is very similar to that obtained by Borja in [45] for the

case of infinitesimal deformations.

Remark 5. The spectral search algorithm proposed by the authors in [29] is utilized in the

next section to search for the onset of strain localization under both locally drained and locally

undrained conditions utilizing suitable expressions for the acoustic tensor as obtained above.

6 Numerical simulations

In this section, several globally undrained plane strain compression test are performed. Macro-

scopically dense and loose samples of sand with and without inhomogeneities at the meso-scale

are sheared to failure, whenever possible. The objective of these boundary-value problems

is to study the effect of meso-scale inhomogeneities in the porosity on the stability and flow

characteristics of sand specimens. It will be shown that the inhomogeneities, even though

small, have a profound impact on the macroscopic behavior of the samples. Furthermore, it

is shown that the constitutive model used to describe the effective stress for the underlying

sand specimens captures some of the main features observed in sand specimens tested in the

laboratory.

The material parameters utilized in the simulations are summarized in Tables 1 and 2.

We refer the reader to Section 3 for details regarding the material parameters and their

significance.
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Symbol Value Parameter

κ̃ 0.03 compressibility
α0 0 coupling coefficient
µ0 2000 kPa shear modulus
p0 −99 kPa reference pressure
ǫev0 0 reference strain

Table 1: Summary of hyperelastic material parameters for plane strain compression problems.

Symbol Value Parameter

λ̃ 0.04 compressibility
M 1.2 critical state parameter
vc0 1.8 reference specific volume
N 0.4 for yield function

N 0.2 for plastic potential
̺ 0.78 ellipticity
h 280/70 hardening coefficient for dense/loose samples

Table 2: Summary of plastic material parameters for plane strain compression problems.

6.1 Plane strain compression in globally undrained dense sands

In this subsection, we present the results obtained from performing globally undrained plane

strain compression simulations on both inhomogeneous and homogeneous samples of dense

sand. The inhomogeneous sample is constructed by prescribing a randomly generated specific

volume field, which displays a higher horizontal than vertical correlation. The inhomogeneous

sample is shown in Figure 4 where the initial specific volume field is superimposed on the

undeformed finite element mesh. The sample is 5 cm wide and 10 cm tall and has been

discretized using a mesh composed of 200 Q9P4 isoparametric elements [nine displacement

nodes plus four (continuous) pressure nodes]. This kind of finite element has been shown to

satisfy the Babuška-Brezzi stability condition and hence avoid stability problems associated

with consolidation of porous media (see end of Section 4 for discussion on stability). The mean

specific volume for the sample is 1.572, making the sample dense macroscopically. However,

some pockets are relatively loose with specific volume as high as 1.64. The range in the specific

volume for the dense sample is 1.54–1.64.

The boundary conditions for the numerical experiments are as follows. The top and

bottom faces of the sample are supported on rollers (Dirichlet BCs) with the bottom left
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Figure 4: Initial specific volume for dense sand specimen superimposed on undeformed finite
element mesh.

corner fixed with a pin for stability. The bottom face is constrained from displacing in

the vertical direction, whereas the top face is given a vertical displacement responsible for

compacting the sample in the axial direction. At the same time, the lateral faces are confined

with an initial pressure of 100 kPa (Newman BCs) to simulate the confining pressure in a plane

strain device. As for the boundary conditions associated with the flow equations, all faces of

the sample are no-flow boundaries (Dirichlet BCs), provoking a globally undrained condition

(although the permeability is finite locally and so there is a locally drained condition). This

condition is equivalent to having an impermeable membrane surrounding the specimen, which

is typically used in undrained compression tests in the laboratory. The testing conditions favor

homogeneous deformations in the absence of material inhomogeneities and gravity effects.

The inhomogeneous sample of dense sand is loaded monotonically until failure. Figure 5(a)

shows a plot of the determinant for the drained acoustic tensor at a deformed state after 5%

nominal axial deformation. Also, the figure shows the contour of deviatoric strains at 5% axial

strain with superimposed relative fluid flow vectors q in subfigure (b). The instant in time is

selected so as to show a fully developed deformation band and to underscore the need for a

finite deformation formulation. The developed deformation band allows for several interesting

observations. It can be seen that the vanishing of the determinant for the drained acoustic
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Figure 5: (a) Contour of the determinant function for the drained acoustic tensor at a nominal
axial strain of 5% and (b) deviatoric strains in contour with superimposed relative flow vectors
q at 5% axial strain for dense sand sample.

tensor Ad correlates very well with areas of intense localized deviatoric strains. Furthermore,

the flow vectors q superimposed on both the contour for the determinant function and the

contour for the deviatoric strain clearly show a strong influence of the deformation band on

the flow characteristics in the sample. In fact, in this particular case, the deformation pattern

appears to be ‘attracting’ the flow into the deformation band and away from the rest of the

sample. This suggests a mostly dilative behavior of the sand within the deformation band,

which will certainly tend to attract fluid flow.

The dilative behavior of the sand specimen can be clearly observed in Figure 6(a) where

the contour for the volumetric strains is plotted against the deformed finite element mesh at

an axial strain of 5%. Distinct areas of dilative (positive) volumetric response can be iden-

tified along the developed deformation band. This behavior is consistent with the signature

behavior of relatively dense sands in the laboratory, which mostly tend to dilate during shear

deformation [33, 75]. This dilative response has been also reproduced by plasticity models

such as Drucker-Prager, which account for plastic dilation [10, 12] . This important feature

is captured by the model developed herein by including meso-scale information about the

porosity (and hence relative density) in the hardening law via the state parameter ψi. Be-
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Figure 6: (a) Volumetric strain contour superimposed on deformed finite element mesh at 5%
axial strain and (b) contour of Cauchy fluid pressure p on deformed sample at 5% axial strain
(in kPa) for dense sand sample. Dotted lines delineate undeformed configuration.

cause of the coupling effect between the response of the porous medium and the fluid flow,

Figure 6(b) shows distinct areas of low Cauchy fluid pressures corresponding to those where

the volumetric response is dilative. In fact, it is obvious from the figure that strong gradients

in the fluid pressure are generated and are consistent with the deformation pattern of the

sample and are responsible for the amount and direction of fluid flow. It should be noted

at this point that because of the small dimensions of the sample, gravitational effects do not

play a major role and hence there is not much meaning in distinguishing ‘excess’ pore fluid

pressure from total pore fluid pressure.

At this point, it is clear that the deformation pattern is strongly coupled with the fluid flow,

but it is not clear what the role of the meso-scale is in the overall stability of the undrained

sample. To shed some light into this question, we compare the response of the inhomogeneous

sand sample against its homogeneous counterpart. This type of analyses has been performed

before in the context of drained or effective material response (e.g., see [29, 30] for analyses

on ‘dry’ samples of dense sand). In these previous studies, it was found that the meso-scale

is responsible for triggering instabilities at the specimen scale, reducing the load carrying
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Figure 7: Force-displacement curve for inhomogeneous and homogeneous samples of dense
sand.

capacity of the sample of dense sand. The same type of analysis is performed here with very

similar results. The force-displacement curves for both inhomogeneous and homogeneous

samples of dense sand are plotted in Figure 7. In this figure, the reactive stresses at the top

face of the samples are plotted against the nominal axial strain. The homogeneous sample is

constructed by imposing a constant value of initial specific volume at 1.572 (the mean value

of the distribution shown in Figure 4). The load-displacement responses are superimposed on

each other for the first 2% axial strain, at which point the inhomogeneous sample bifurcates

(both drained and undrained acoustic tensors loose positive definiteness at about 1.9% axial

strain). The homogeneous sample does not localize and in fact continues to harden until the

end of the simulation at 4% axial strain. On the other hand, after localization is detected in

the inhomogeneous sample, the response is characterized by softening and the sample does

not recover its load carrying capacity.

Localization above is defined as the first time either the drained or undrained acoustic

tensor loses positive definiteness at any (Gauss) point in the sample. The point where the

sample localized for the first time is shown in Figure 4 and referred to as point A. The
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Figure 8: Normalized determinant functions at point A for dense sand sample.

determinant functions for both drained and locally undrained acoustic tensors at point A

are plotted in Figure 8. Localization occurred around 1.9% nominal axial strain when both

determinants for the drained and undrained acoustic tensor went negative for the first time.

In this particular case, both localization criteria coincided, but in cases when the point in

question was below the critical state line, the drained localization criterion superseded the

undrained criterion. In this particular simulation, we never observed the determinant of the

undrained acoustic tensor vanishing before that of the drained acoustic tensor.

Once localization occurs at point A, the modes of deformation tend to change considerably

at that location. As expected, deviatoric deformations are magnified once localization is

detected. The volumetric and deviatoric strain invariants are plotted in Figure 9 where it is

easily seen that after 1.9% axial strain, the slope of the deviatoric strain curve is about five

times steeper than before localization is detected. Also, the point in question seems to compact

very little initially, followed by significant dilation, which is consistent with the macroscopic

behavior of dense sands. The volumetric behavior of point A can be further observed from

Figure 10 where the specific volume at that point is plotted against the effective pressure and
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Figure 9: (a) Deviatoric strain invariant at Gauss point A for sample of dense sand (b)
volumetric strain invariant at Gauss point A for sample of dense sand.

the CSL for the material is plotted for reference. It is interesting to note that even though

point A lies above the critical state line, its volumetric behavior is closer to that of a drained

point below the CSL. This is because the rest of the sample is behaving macroscopically as a

dense sand and the coupling between the solid matrix and the fluid flow is really what governs

deformation. The matrix at point A may ‘want’ to contract, but the fact that point A is more

permeable that some other parts of the sample makes it easier for the fluid to flow into point

A and hence force it to dilate. This last observation shows that the saturated behavior of a

globally undrained sample could be sharply distinct to that of a perfectly drained one.

6.2 Plane strain compression in globally undrained loose sands

To obtain a somewhat complete picture of the behavior of saturated granular materials un-

der shear deformations, globally undrained compression tests are performed on samples of

macroscopically loose sands. In this set of tests, we compare the response of an inhomoge-

neous sample of sand against its homogeneous counterpart. As in the previous subsection, the

initial inhomogeneity is furnished by the initial distribution of specific volume, which follows

a pattern identical to that shown in Figure 4 above. The only difference here is the range

and mean of the distribution in order to reflect a macroscopically loose sample of sand. The
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Figure 10: Specific volume plot as a function of effective pressure at point A for dense sand
sample

initial range of specific volume for the loose sample is depicted in Figure 11 and goes from

1.62 to 1.66. This particular range is much narrower than that chosen in the previous set of

simulations, the sample appears to be more homogeneous than the dense sand sample. The

average specific volume for the sample of loose sand is 1.62 (cf. with that for the dense sand

sample at 1.572). This average value of specific volume puts the sample above the CSL on

average and hence we expect the behavior of the structure to be macroscopically similar to

a homogeneous sample of loose sand. As for the rest of the material parameters, they are

almost identical to those in the previous subsection and are summarized in Tables 1 and 2.

The only difference in the material parameters between the dense sand samples and the loose

ones is the hardening coefficient h, which is 280 in the case of the dense sands and 70 for the

loose sands. This reflects the fact that relatively loose sands show ‘flatter’ force-displacement

curves.

The 5 × 10 cm sample is discretized using the same mesh as the dense sand samples and

the imposed boundary conditions are also identical. Hence, any difference in the behavior
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Figure 11: Initial specific volume for loose sand specimen superimposed on undeformed finite
element mesh.

of the structure is due to the different phenomenological behavior implied by the underlying

effective stress constitutive model and triggered by the difference in relative densities. This

is due to the fact that the phenomenological model can realistically capture the difference in

behavior of sand samples at different relative densities.

Similar to the dense sand sample, the inhomogeneous sample of loose sand is loaded

monotonically by prescribing a uniform vertical displacement at the top face of the sample.

Figure 12 shows a plot of the determinant of the undrained acoustic tensor and the deviatoric

strain invariant for the loose sand sample at 5% axial strain. The relative flow vectors q

are superimposed on the aforementioned contours to give a relative sense of the interaction

between the deformation and flow patterns. Once again, the instant in time is chosen such

that the deformation band is fully developed. As in the case of the dense sand sample,

the localization criterion for the undrained acoustic tensor A correlates very well with high

concentrations of deviatoric strains in the sample. In fact, the profile for the determinant of

the drained acoustic tensor Ad looks similar with a different order of magnitude throughout.

The deformation pattern again influences the flow characteristics in the sample but with an

opposite effect to that observed in the dense sample. For the case of loose sand deforming

under globally undrained conditions, the incipient shear band appears to be ‘repelling’ fluid
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Figure 12: (a) Contour of the determinant function for the undrained acoustic tensor at a
nominal axial strain of 5% and (b) deviatoric strains in contour with superimposed relative
flow vectors q at 5% axial strain for loose sand sample.

flow. This deformation-diffusion behavior suggests a compactive behavior within the shear

band compared to a relatively less compressive and perhaps even dilative deformation pattern

elsewhere in the sample. Another contrasting feature is the fact that the deformation band

is initially (at lower values of axial strain) less pronounced and less localized and looks more

diffuse than that for the dense sample, which is again consistent with the behavior of relatively

loose sands which tend to fail in a more diffuse mode in the laboratory. These seem to be a

novel results since, as far as we know, no results showing compactive shear bands repelling

fluid flow have been reported in the literature (e.g. see works by Armero [10] and Larsson

and Larsson [12] who only report dilative shear bands).

The suggested compactive behavior within the deformation band is truly appreciated

when one plots the volumetric strain invariant at 5% axial strain. Figure 13(a) shows such

deformation contour superimposed on the deformed finite element mesh. There are well-

defined pockets of compactive behavior on what can be defined as the ends of the deformation

band. The rest of the band is not as compactive (in fact the center is slightly dilating) as the

ends, but the upper-right and lower-left corners are much more dilative in comparison to the

band. This is the reason why the fluid pressure contour shown in 13(b) looks like a saddle.
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Figure 13: (a) Volumetric strain contour superimposed on deformed finite element mesh at
5% axial strain and (b) contour of Cauchy fluid pressure p on deformed sample at 5% axial
strain (in kPa) for loose sand sample. Dotted lines delineate undeformed configuration.

There is a relative low at the center of the band (and the specimen) but there are maxima

at the ends of the deformation band. The dilative pockets described above constitute regions

where the Cauchy fluid pressure p is at a minimum in the sample. This explains the direction

of the relative flow, which tends to go away from the ends of the deformation band, towards

the center of the band and in general away from the band (see Figure 12 above). This pressure

and flow pattern is clearly different from that observed in the sample of dense sand and is

consistent with the behavior of an undrained sample of relatively loose sand.

The effect of the inhomogeneities in the porosity field at the meso-scale can be seen by

comparing the force-displacement curve for the inhomogeneous sample against that of the

homogeneous sample. Figure 14 shows a plot of the nominal axial stress at the top face

for both inhomogeneous and homogeneous samples of loose sand. The curves are clearly

identical up to about 2.4% axial strain point at which the inhomogeneous sample localizes and

subsequently softens. The homogeneous sample did not localize by any criterion and did not

show any signs of softening up to 4% axial strain. The fact that the curves coincide up to the

point of bifurcation suggests that the effect of the meso-scale inhomogeneity is minimal early

43



0 0.5 1 1.5 2 2.5 3 3.5 4
100

120

140

160

180

200

220

NOMINAL AXIAL STRAIN, %

N
O

M
IN

A
L

A
X

IA
L

S
T

R
E

S
S

, 
k
P

a

INHOMOGENEOUS

HOMOGENEOUS

LOCALIZATION

Figure 14: Force-displacement curve for inhomogeneous and homogeneous samples of loose
sand.

in the deformation-diffusion process. However, it is clear that the inhomogeneities ultimately

alter the load-carrying capacity of the inhomogeneous sample, which is macroscopically softer

than its homogeneous counterpart. Also note the flatter slope in the force-displacement curves

obtained for the loose sample than those for the dense sample; a direct effect of the relative

density and hardening coefficient.

The localization point at 2.4% axial strain is defined by the vanishing of the determinant

of both drained and undrained acoustic tensors at point A, which is depicted in Figure 11.

Both localization criteria are met at the same time at point A and hence there is no room

for ambiguity when one speaks of loss of positive definiteness of the acoustic tensor. It is

interesting to note that localization occurs first at the same point in both dense and loose

samples. This might be due to the fact that this point is relatively looser in both specimens

and hence tends to fail first in both instances. Figure 15 shows a plot of the normalized

determinant for both the drained and locally undrained acoustic tensors. It is observed that

both determinants vanish at around 2.4% axial strain. In this simulation, all points that

lost positive definiteness of the acoustic tensor did so for the drained and undrained acoustic
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Figure 15: Normalized determinant functions at point A for loose sand sample.

tensors at the same time. Comparison with the dense sand simulation shows that localization

was attained at a later time, which suggests a more ductile behavior associated with the loose

sand sample.

It is interesting to observe the modes of deformations at point A in the sample before

and after localization is attained. As in the dense sand sample, point A exhibits a steepening

in the slope of the deviatoric strain after localization, which is shown in Figure 16(a). In

fact, the sample exhibits three times more deviatoric deformation in the last 1.6% axial strain

than in the first 2.4% axial strain. Also, point A remains basically incompressible up to the

onset of localization. Figure 16(b) shows the volumetric strain invariant versus axial strain,

where it is observed that point A did not change in volume until it reached localization,

after which point it compacted quite a bit. In this case, which can be contrasted to the

case of the dense sample of sand, point A behaves more as a typical ‘drained’ point after

localization: experiencing volume loss, which leads to an area of high pressure because the

fluid cannot escape fast enough. Figure 17 shows the relation between specific volume and

the mean Kirchhoff effective pressure. The specific volume is essentially constant up to the
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Figure 16: (a) Deviatoric strain invariant at Gauss point A for sample of loose sand (b)
volumetric strain invariant at Gauss point A for sample of loose sand.

onset of localization and subsequently the state is attracted towards the CSL. Once again,

the behavior at point A is of course affected by the surrounding area in the sample and also,

and perhaps more importantly, by the coupling imposed by the balance laws.

Finally, Figure 18 shows the convergence profile at various stages in the loading protocol

for the plane strain compression test on the inhomogeneous sample of loose sand. Consistent

linearization performed in the proposed finite element procedure, combined with the fact

that the effective stress constitutive model features a consistent tangent operator available in

closed form [29], leads to an overall rate of convergence that enjoys the optimal quadratic rate

associated with the full Newton-Raphson scheme. Furthermore, the fact that finite elements

satisfying the Babuška-Brezzi stability condition are utilized translates into solutions free of

spurious oscillations in the fluid pressure associated with instabilities near initial time when

the sample behaves as an incompressible solid [68, 70].

Remark 6. It is important to note that the finite element solutions presented above do suffer

from mild pathological mesh dependence once the onset of localization has been detected. It

has been show by Zhang and Schrefler [76] that even though the fluid flow equation introduces

a length scale via the permeability coefficient, it might not be enough if the effective stress

equations are not further regularized by, say, adding a viscous term. However, the conclusions
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Figure 17: Specific volume plot as a function of effective pressure at point A for loose sand
sample
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Figure 18: Convergence profile at various values of axial strain for plane strain compression
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reached above are qualitative and should not be affected by this detail.

To illustrate this ‘mild’ dependence, we perform a simple mesh sensitivity study. For

simplicity, we solve same boundary value problem presented above in Section 6.1. Consider

the same homogeneous sample with specific volume v = 1.572 but with an arbitrary ‘weak’

region (i.e., v = 1.6) in the specimen as illustrated in Figure 19. Two meshes are analyzed: one

consisting of 50 Q9P4 elements and another one consisting of 200 such elements. The results

of the undrained compression tests are summarized in Figures 20 and 21. Figure 20 shows the

force displacement curves for the 50 and 200 element mesh compared against the perfectly

homogeneous response (i.e., v = 1.572 throughout). It is shown that the perturbed samples

are less stiff than the homogeneous sample and that the responses of the two inhomogeneous

samples are identical up to 3% axial strain, corresponding to a level of strain passed the

drained localization criterion. In fact both inhomogeneous samples detect the onset of drained

localization simultaneously, as expected. By the time undrained localization is detected in

the fine mesh sample, the force displacement curves are starting to diverge.

Figure 21 shows the deviatoric strains with superimposed relative flow vectors on both

finite element meshes. It is clear that the apparent width of the shear band is a function of the

element size; the width of the shear band decreases proportional to the element size. However,

the pattern of deformation and the direction of flow is identical in both samples. Both samples

develop dilative shear bands that tend to attract fluid flow. Hence, we say mesh dependence

is ‘mild’ as both meshes display the same overall mechanical behavior: both predict softer

responses, identical onset of drained localization, and appearance of dilative shear bands.

7 Conclusion

We have presented a finite element model for the simulation of saturated porous media ex-

hibiting meso-scale inhomogeneities in the porosity field. The continuum balance laws have

been derived and utilized within a finite element framework from which the basic unknowns:

solid displacements and Cauchy pore fluid pressures have been resolved in a u−p mixed finite

element scheme. The scheme features stable solutions with optimum rates of convergence.
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Figure 19: Perturbed samples of dense sand with otherwise homogeneous specific volume
v = 1.572. (a) Mesh composed of 50 Q9P4 elements and (b) mesh composed of 200 Q9P4.
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Figure 21: Deviatoric strains in contours with superimposed relative flow vectors q at 3%
axial strain for (a) 50 element mesh and (b) 200 element mesh

Representative numerical examples dealing with plane strain compression of undrained sam-

ples of dense and loose sands have been presented to underscore the importance of meso-scale

inhomogeneities on the stability and flow characteristics through a deforming sand specimen.

We have shown that behavior of saturated granular media is more complex than that in-

ferred from macroscopic observations and that even small imperfections at a scale smaller

than specimen size can trigger global failure and influence the amount and direction of flow.

Furthermore, the behavior of relatively dense and loose samples differ substantially as the

volumetric behavior of the solid matrix is coupled with the fluid flow, hence affecting the

effective pressures, which govern strength in geomaterials. These last observations are unique

to this study in which porosity has been coupled with the hydraulic conductivity and effective

stress behavior of the underlying granular media, thereby capturing both compactive and

dilative modes of deformation banding.
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Appendix A

Equation (4.42) can be rewritten in indicial notation as

δg1 = ciA

∫

Ω0

[
NA,j

(
aep
ijkl + Jp (δilδjk − δijδkl)

)
NB,lδdBk − JNA,iNBδpB

]
dΩ0, (A.1)

following the notations in [41] (cf. equations (4.49) and (4.51)),

ui ≈
∑

A∈η−ηd

NAdiA +
∑

A∈ηd

N ξ
AξA (A.2)

p ≈
∑

A∈η−ηp

NApA +
∑

A∈ηp

N ζ
AζA (A.3)

ηi ≈
∑

A∈η−ηd

NAciA (A.4)

ψ ≈
∑

A∈η−ηp

NAcA (A.5)

where η and η denote the set of global node numbers for the displacement and pressure,

respectively. Similarly, we let ηd and ηp be the nodes at which the displacements and pressures

are prescribed, hence η − ηd and η − ηp represent the active sets for the displacement and

pressure, respectively. By the same token,

δg2 = −ciA
∫

Ω0

JNAγfi

[
NB,jδdjB +

φf

Kf
NBδpB

]
dΩ0. (A.6)

The linearized equations pertaining to the balance of mass equations can also be rewritten
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in indicial notation i.e.,

δh∆t
1 = cA

∫

Ω0

JNAρf

[
NB,jδdjB +

φf

Kf
NBδpB

]
dΩ0, (A.7)

and

δh∆t
2 =

α∆t

g
cA

∫

Ω0

Jkij
[
NA,iNB,kδdkB −NA,kNB,iδdkB

]
(p,j − γfj) dΩ0

+
α∆t

g
cA

∫

Ω0

J

µ
NA,iδijk

′γf

(
1 − φf

)
NB,kδdkB (p,j − γfj) dΩ0

+
α∆t

g
cA

∫

Ω0

JNA,i
kij
Kf

NBδpB (p,j − γfj) dΩ0

+
α∆t

g
cA

∫

Ω0

JNA,ikij

[
NB,jδpB − γfj

Kf
NBδpB − p,kNB,jδdkB

]
dΩ0. (A.8)

From this point forward we adopt Voigt notation and hence, a fourth-order tensor α is mapped

into a 9 × 9 array i.e.,

α =




[αiikk]
[
αii(kl)

] [
αii[kl]

]

[
α(ij)kk

] [
α(ij)(kl)

] [
α(ij)[kl]

]

[
α[ij]kk

] [
α[ij](kl)

] [
α[ij][kl]

]




(no sum) (A.9)

where i, j, k, l = 1, 2, 3, and i 6= j and k 6= l. Also, each submatrix in square brackets

represents a 3 × 3 array. For example,

[
α(ij)[kl]

]
=




α(12)[12] α(12)[23] α(12)[31]

α(23)[12] α(23)[23] α(23)[31]

α(31)[12] α(31)[23] α(31)[31]




, (A.10)

where the parentheses signify a symmetric operator, whereas the square brackets signify a

skew-symmetric operator. For example,

α(12)[23] =
1

4
(α1223 − α1232 + α2123 − α2132) . (A.11)
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Similarly, a second-order tensor ∇x η is mapped into a 9 × 1 vector i.e.,

∇x η =
{
η1,1, η2,2, η3,3, 2η(1,2), 2η(2,3), 2η(3,1), 2η[1,2], 2η[2,3], 2η[3,1]

}t
(A.12)

such that the scalar product ηi,jαijklηk,l ≡ ∇x ηtα∇x η is recovered. Also, given the finite

element approximations in (4.51)1,2 we have

∇x η = Bc (A.13)

∇xψ = Γc, (A.14)

where B is the usual strain-displacement matrix i.e., B = [B1,B2, . . . ,Bnu], and

BA =




NA,1 0 0

0 NA,2 0

0 0 NA,3

NA,2 NA,1 0

0 NA,3 NA,2

NA,3 0 NA,1

NA,2 −NA,1 0

0 NA,3 −NA,2

−NA,3 0 NA,1




. (A.15)

By the same token, the matrix Γ = [Γ1,Γ2, . . . ,Γnp]. The components of Γ read

ΓA =
{
NA,1,NA,2,NA,3

}t
. (A.16)

It is convenient at this point to introduce the following operators. Let a be a vector or
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first-order tensor with components ai with i = 1, 2, 3, then let

ǫ (a) =




a1 0 0 1
2a2 0 1

2a3
1
2a2 0 −1

2a3

0 a2 0 1
2a1

1
2a3 0 −1

2a1
1
2a3 0

0 0 a3 0 1
2a2

1
2a1 0 −1

2a2
1
2a1




. (A.17)

Similarly, let β be a third-order tensor with components βijk where i, j, k = 1, 2, 3, then

r (βijk) =

[
[βikk]

[
βi(jk)

] [
βi[jk]

]
]

(no sum) (A.18)

where j 6= k within the 3 × 9 array. Each submatrix in square brackets represents a 3 × 3

array, for instance,

[βikk] =




β111 β122 β133

β211 β222 β233

β311 β322 β333




(A.19)

Using the arrays and mappings presented above, we can write the matrix equation for the

iterative Newton-Raphson scheme. The variational form for the equation of linear momentum

implies

Rk
g =

[
Kg Φg

]

k





δd

δp




k+1

, (A.20)

where

Kg =

∫

Ω0

[
Bt (aep + Jp (1⊖ 1 − 1⊗ 1))B − N tγfJδtB

]
dΩ0 (A.21)

Φg = −
∫

Ω0

J

[
BtδN + N tγf

φf

Kf
N

]
dΩ0, (A.22)

with δ = {1, 1, 1, 0, 0, 0, 0, 0, 0}t. Similarly, the variational form for the integrated (in time)

equation of balance of mass implies

Rk
h =

[
Kh + α∆tKh Φh + α∆tΦh

]

k





δd

δp




k+1

, (A.23)
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where

Kh =

∫

Ω0

N
t
Jρfδ

tB dΩ0 (A.24)

Φh =

∫

Ω0

N
t
Jρf

φf

Kf
N dΩ0 (A.25)

Kh =

∫

Ω0

J

g
Γt

[(
k +

k′

µ
γf

(
1 − φf

)
1

)
· (∇x pf − γf)

]
δtB dΩ0

−
∫

Ω0

J

g
Γt [ǫ (k · (∇x p− γf)) + r (kikp,j)]BdΩ0 (A.26)

Φh =

∫

Ω0

J

g
Γtk

[
1

Kf
(∇x p− γf) N + Γ

]
dΩ0, (A.27)

and hence the incremental solution in equation (4.57).
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